MOSES PROJECT PLAN

This document sets out a number of proposals, and also questions, about the design and implementation of the Moses project.  Some of these proposals may be blindingly obvious.  Others may be acceptable.  Some might be highly contentious or erroneous.  At this stage it is a working document and feedback is urged.  Non-response will be regarded as acquiescence!

The document contains more musings at this stage than is totally appropriate for a Project Plan.  But hopefully the content will harden over time.

I would like to try and maintain this as a live document which spells out the core of what we want to achieve in Moses.  Therefore we need to try and think about some principles, for example that fundamental design changes have to be registered in the Project Plan rather than just agreed by e-mail.

1.
Portal

One potential starting point would be to think about the content and organisation of a portal which actually delivers the services which are provided by Moses.
Proposal One.
I’m going to assume that the portal will have standard drop-down menus, just as for example Geon or the University of Leeds.  Other models are possible of course (e.g. the School of Geography site is slightly different).  I think at most there probably want to be seven or eight major activity headings.  My favourites would probably be something like:

Home


Baseline


Forecast


Application Scenarios


Simulation


Training


Custom


Archive

A brief description of content would be as follows …

Proposal Two.  The system will be built up from a series of functional components, which might include web services, grid services, database access (ogsa-dai, postgres, …), geotools and so on.  I would like to suggest that the overall glue and portal design is undertaken using Sakai.  ( It woulod be nice to be able to justify this choice in terms of a short paper which considers some of the options).  Furthermore I would like to ask whether it is possible to implement a skeleton design of the portal using Sakai sooner rather than later (i.e. as soon as possible).  When I say skeleton, this might be literally be the home page, a series of tabs, and some pages that say things like “Moses Archive” and little or nothing else.  I would like to propose that Paul Townend takes overall and day-to-day responsibility for construction and maintenance of the portal.
Proposal Three.
I think it would make sense to try and adopt some of the look and feel of NCeSS in the Moses portal.  So for example, we might feature light blue banners and dark blue writing.  I’m not sure that we necessarily need to adopt their header as such.  My own preference is for content that all appears on a single screen, rather than allowing for scroll-down.  Two issues that I am not sure about: whether we want a Moses logo as such, and whether we are going to refer to the portal itself as Moses.  I am slightly concerned that Moses isn’t very evocative, and that maybe we should go for something more descriptive, such as ‘The Urban Simulation Portal’ (other suggestions welcome).

2.
Architecture
More needed here!

Some of the major components of the architecture would seem to be:

· database access

· simulation archive

· simulation reports

· metadata registry
· mapping services

· secure sign-on and certification

· baseline model

· scenario model

· application models

· computation services

So all we need to figure out is whether this is the right set of building blocks and how they fit together!

Some observations:

The folks at SDSC, especially Geon, have an architecture which is primarily based around web-services, and only interacts with Grid where it has to.  This seems sensible to me, and also broadly compatible with what we have done with Hydra.  The main grid services might be registration (sign-on), high performance computation, and data sharing.  The rest of the application: Moses application, data cache, web-services are presumably hosted by the Moses Linux machine?
One of the questions would be what we need in terms of data access.  For example, do we want to build a grid service which links to CASWEB and allows us to query the data on demand and at run-time?  Or do we want to maintain a complete copy of the census data (or that part which is used in the Moses simulations) at Leeds?  Or maybe we want to use something like GridFTP to shift the data around as and when we need it?  One area where we should definitely utilise grid is in archiving the simulations.  This is not really part of Moses proper but connects directly to the e-infrastructure project.  In an ideal world, the simulation archive would be distributed, so that people would store their own simulations and then share them back with other users.  We need to understand whether ogsa-dai, srb, or a.n.other is the preferred technology here.  I also envisage that some form of certification might be especially useful in relation to archives e.g. the simulations of a health services policy maker might not be generally exposed to the academic community.  So conceptually at least maybe there is a link here.  We would need partners to build this part up effectively, but again can probably leverage this through the e-infrastructure activity e.g. Aberdeen and CASA.  I’d quite like to involve Lancaster in this process too.
I am comfortable that GeoTools can be used as the main mapping environment if this is the way we want to go (but same comment as sakai above).  But I do feel that we need to make the maps look a lot more attractive than in Hydra.  The ArcGIS and ArcIMS maps with Geon, CUAHSI and similar projects may lack robustness and all around computational sophistication, but they sure look attractive (see below).  One possibility would be to try and hook in a proper link to Edina (again possible ogsa-dai requirement) e.g. to acquire raster maps which would be too big to hold in local storage (and quite likely subject to copyright anyway).  Our ability to progress this might depend on the outcome of the Grid OGC Collision proposal.
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Comparison of Hydra and Geon interface

I assume that the various models will be coded within java and made available to the Moses application as web-services.  I envisage that these services will be bound together within the context of specific workflows, which may in turn be fine-tuned to specific applications or scenarios (through parametrisation or substitution, deletion and addition of specific services).   More on this in Section 3.
The extent to which the Moses application might be customisable to and for specific users is an open question.  At the least I think we should try and use the e-infrastructure to articulate a general social science application of the system e.g. user selects an entity from the BHPS and views its current and future spatial distribution.  One way to frame this question would in terms of some form of ontology e.g. we need to build an ontology which relates BHPS to census data.  The same idea would then be extendable to other databases.  In an ideal world, this kind of thinking would also affect the way in which we access census tables (i.e. what entities are represented in which tables and in what way?), so we need to do some more thinking about this sooner rather than later.

With all this in mind, a possible architecture for Moses is shown at Figure …  It may be complete tosh, but represents a starting point of sorts – even if that starting point is to rip it up and start again, or replace it with another one which someone has secreted about their desk.
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Moses Services and Workflows
It would be helpful to try and deconstruct the overall implementation into a series of constituent services, and to combine these services into key workflows which support the functionality of the system.
The baseline model (reconstruction) and the population dynamics may both be conceived as a series of services which constitute a workflow.  It is presently unclear whether multiple execution of these workflows will necessarily be required for simulation purposes (e.g. compare the impact of a known set of taxation policies on multiple model baselines) but in any case it is inevitable that successive refinements to these models will be required as part of the exercise.  ( Translation: we need to write these parts of the model properly so they can be re-used).  

For the sake of argument, let’s assume that the major elements of these two processes can be characterised as follows:
Reconstruction

Data loader from Household SAR

GA Optimisation Routine

Evaluation protocol for model performance

Data merging procedures

Dynamics

Natural increase model

Household formation and dissolution model

Migration model

The objective of the scenario modelling component would be to identify the implications of a specific set of policy measures or service configurations on the present and future populations of the country: for example, a particular network of healthcare services, or new housebuilding strategies.  The scenarios would be constructed from a series of specific instances of the various application models.  In other words, the application models would provide general functionality, and the scenarios would consider specific uses of that functionality.  The scenarios might perhaps be considered to be archived outputs from the application simulations.  Thus the archives, scenarios and applications are in some sense connected

The scenarios and applications certainly share a common set of workflows therefore.  Some of these workflow components may look something like the two Hydra workflows which are illustrated at …  The first workflow represents a capability for network optimisation; the second for ‘what if?’ impact analysis.
One possible re-use of the routines from the population reconstruction process would be for extending the data merging procedures from pre-defined to custom databases.  Thus a separate set of workflows or services might be provided that allows users to present and integrate domain-specific data.  This would form part of the ‘custom’ component of the model.

Maps and reports would be a common set of services that sit on top of a variety of applications, providing users with the ability to visualise model outputs, and to analyse the quantitative impact of various planning scenarios.  Whether this might include an external analytical capability, e.g. for statistical analysis, remains an open question.

4.
Some specific activities for the project plan

Discuss and agree basic framework

Architecture specification

Architecture components


Computation


Data


Registration


Simulation


Maps


Reports

Portal design


Prototype


Beta-release


Usability tests and feedback


Upgrades


Final release

Moses services


Modelling services


Mapping services


Reports


Archives


Customisation

Moses applications


Health



Workflow design



Testing 



End-user feedback



Scenario implementation


Transport


Business

Population Reconstruction

Data loader from Household SAR

GA Optimisation Routine

Evaluation protocol and test plans for model performance

Data merging procedures

Evaluate prototype

Evaluate release

Dynamics


Toy model

Natural increase model

Household formation and dissolution model

Migration model

Evaluation criteria and test plan

Release model

Other activities


Dissemination


Student projects


etc

Try to add some very coarse timings to this.
Case for Sakai

Options:

Dotnetnuke

Gridsphere

Sakai

We don’t want to use dotnetnuke because we don’t have dot net expertise; and there is no need because we can support our user community through an application portal.  For example, they will not need to customise applications to run locally on their own (Windows) machines.

We prefer Sakai to Gridsphere because it has a wider range of built in functions, a bigger user community, and it is favoured elsewhere in the NCeSS network (benefit of shared expertise etc).

Case for GeoTools

Options:  ArcIMS, ArcWebServer, MapInfo, svg.

MapInfo – as above: VisualBasic, dot net, windows route is not attractive.

Svg – simple and flexible solution, but although the maps we want to draw are fairly straightforward, it is not sensible to reconstruct these capabilities from first principles.

ArcIMS, ArcWebServer – not really grid compliant (for example, Geon applications based on map scraping i.e. shapefile manipulation is achieved ‘on the fly’ by wrapper services – no long-term robustness.  Also licensing issues: will users require expensive software licences to maintain Arc functionality?  GeoTools is OpenSource and potentially can be grid-enabled at source (?); only difficulty is that it needs to be made to look as attractive as ArcVarious.

